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CHAPTER 1
INTRODUCTION
1.1 Background to the study

Zimbabwe is situated in Southern Africa betweeitudes 15°30"and 22°30” South of the

equator and between longitud2s® and33°10"” East of the Greenwich Meridian. It is a land
locked country that shares its border with Mozambito the east, South Africa to the south,
Botswana to the west and Zambia to the north. & &dand area of approximately 390 757

square kilometres.

Zimbabwe has in the past years been severely affdnt erratic rainfall patterns and sometimes
droughts. During the 1991 to 1992 rainy season,bdiowe and some SADC countries in
Southern Africa experienced the worst droughtwngi memory (Zimbabwe Central Statistical
Office Report, 1994). In the year 2000, Zimbabweswavaged by cyclonglifie. Between
2001 to 2003, Zimbabwe had rainfall in the firsiflud the rainfall season and a dry spell in the
second half resulting in severe drought in somespair the country. Between 2004 to 2008,
Zimbabwe received average rainfall in the northgarts of the country and other parts received
very little rainfall or no rainfall. The 2009 to 20 rainfall seasons, Zimbabwe received below
average rainfall in the first half of the rainfaktason and above average rainfall in the second
half of the rainfall season (Zimbabwe Central Statal Office Report, 2010). Following these
constant changes in the rainfall patterns in Zimglresearch on the prediction of the amount
of rainfall to be received by the country becomesyyparamount, to help farmers plan well for

each rainfall season.

Zimbabwe's economy is agro based thus vulnerablthe effects of climatic change despite the
country’s insignificant contributions to the glol@imatic change through industrialization. The
severe impact of climate change is due to the tlaat the country does not have adequate
resources or technology for adaptation to the dawdi that come with climate change. The
challenges range from droughts, floods and cyclaaebe more recent high seasonal rainfall
variability (Washington and Preston, 2006). Droggitcur frequently and are severe, impacting
negatively on the country’s economic performanctwmore than 50% of the gross domestic

product (GDP) being derived from rain-fed agrictat@Jury, 2002). Thus, for a country such as
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Zimbabwe, where agriculture is the main driverhedf economy and upon which over 80 percent
of the population is directly dependent on, it ngperative that a simple tool be advanced to
predict rainfall patterns as early as a year iraade and as accurately as possible. The objective
of this study is to advance a model of the relatiom between Southern Oscillation Index (SOI),

a climatic determinant, and Zimbabwe annual rairfiatl droughts.
Zimbabwe rainfall

Zimbabwe’s rainfall is very seasonal, with one vgetison running from mid — November
through to mid — March with the peak of the seastetching from December to January and
February ( Torrance, 1981). The dates of the oasdtend of the rainy season vary from one
season to the other. At times the season stagarfsas October and extending well into April.
The main feature of the season is the Inter Trocavergence Zones ( ITCZ) which moves
southwards with the sun bringing with it copiowsnr Over the south, the dryish south easterly
air flow persists and rainfall tends to last fdiew days and alternated with dry spells. The main
rains are associated with the behaviour of the |MfZbse oscillatory behaviour is influenced by
changing pressure patterns to the north and solttheo country. Records shows that the
heaviest 10% of rain days account for almost 46%e entire annual precipitation (Buckle ,
1996).

Zimbabwe lies in the South West Indian Ocean zbae it often affected by tropical cyclones.
Tropical cyclones are low pressure systems whiclthen Southern hemisphere have a well
defined clock wise wind circulations spiralling tamds the centre with great intensity. The
strongest winds and heaviest rains occur in thmegjose to the centre. Cyclones that develop
over the western side of the Indian ocean occakyohave an impact on the rain season. The
amount and intensity of rainfall during a given vegiell is enhanced by the passage of upper
westerly waves of mid — latitude origin (Smith, 598uckle, 1996).

Drought

A meteorological drought is an insidious naturatdrd characterised by lower than expected or
lower than normal precipitation (in the Zimbabwezase lower than 75 percent of 630mm)

which is insufficient to meet the demands of hunaativities and the environment (World
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Meteorological Organisation, 2006). A meteorologideought is a normal part of climate,

although its spatial extent and severity will varyseasonal and annual time scales.

At this point, it is important to mention the var® definitions of drought. Zimbabwe
Meteorological Services classifies droughts intateamlogical, agricultural and hydrological

droughts.

Meteorological drought — is usually defined by a precipitation deficierbyeshold over

a predetermined period of time. The threshold amosach as 75 percent of the normal
precipitation, and duration period, for examplex snonths, will vary by location
according to user needs or applications. A metegrcél drought is a natural event and
results from multiple causes, which differ fromiaegto region.

Agricultural and hydrological drought — agricultural and hydrological drought place
greater emphasis on the human or social asped®ofht highlighting the interaction or
interplay between the natural characteristic of eoeilogical drought and human
activities that depend on precipitation to provadequate water supplies to meet societal
and environmental demands. Agricultural droughtdéined more commonly by the
availability of soil water to support crop and fgeagrowth than the decline of normal
precipitation over some specified period of time/dkblogical drought is even further
removed from the precipitation deficiency sincésinormally defined by the decline of
surface and subsurface water supplies like laleservoirs, aquifers and streams from
some average condition at various points in timerf@/ Meteorological Organisation,
2006).

Prior to the advent of 1982 to 1984 drought, whiahised widespread environmental impacts in
the country, prediction of drought was not takenosesly. With severe droughts recurring in

1992 and 1997, it has become mandatory to preblaight. This research, tries to predict
meteorological drought using the Southern Osaitaindex.

Southern Oscillation Index (SOI)

The Southern Oscillation gives a simple measurthefstrength and phase of the difference in
sea level air pressure between Tahiti and Dalis@e section 3.2.2)A strong and consistent

positive SOI pattern is related tax Niia. Conversely, a deep and consistent negative SOI
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pattern is related tBl Nifio. El Nifio ( associated with negative SOI phases) is usgaillynot
always) associated with below normal rainfall abwaNifia (associated with positive SOI
phases) is associated with above normal raindINi7io is the abnormal warming of surface
ocean waters in the eastern tropical Pacific Oc®dhile, La Nifia is the cooling of surface
ocean waters in the eastern tropical Pacific Ockafl. Nifio takes place in the eastern tropical
Pacific Ocean (Northern Hemispheréy Nifia will simultaneously take place in the western
tropical Pacific Ocean. The changes in temperatfréhe ocean waters affect surface air
pressure in the Pacific Ocean, a phenomena knowoathern Oscillation. Southern Oscillation
is the see-saw pattern of reversing surface asspire between the eastern and western tropical
Pacific Ocean: when the surface pressure is highareastern tropical Pacific Ocean, it is low in

the western tropical Pacific Ocean and vice versa.

Because the ocean warming and pressure reversalf@ranost parts, simultaneous, the

phenomenon is callel Niiio/ Southern Oscillation (ENSO)

ENSO stands for El Nifio Southern Oscillation

ENSO refers to botRl Ni7io andLa Nifia.
Source: International Research Institute for Clim&rediction (2010)

ENSO is more about positive phases and negativeeghaf Southern Oscillation and it is
difficult to separate it from the SOI. This resdareses monthly SOI values to predict annual

rainfall and drought in Zimbabwe .
1.2 STATEMENT OF THE RESEARCH PROBLEM

The research seeks to predict the annual raimdlidroughts in Zimbabwe from the SOI level. It
aims to identify the month and maximum lag whosd &Wel explains annual rainfall and

drought in the country.
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1.3  Aims and Obijectives of the study

The research’s main aim and objectives is to ithenkie reliability of the SOI index in the

predicting of annual rainfall and drought in Zimkagb.
This shall be achieved by:

1. Investigating the relationship between SOI and Zbwee rainfall.

2. Determining the month whose SOI level and also maxn lag which best explains the
annual rainfall in Zimbabwe.

3. Identifying a regression model for the predictidrapnual rainfall in Zimbabwe.

4. Identifying a binary model for the prediction obdight in Zimbabwe .

5. Carrying out model diagnostic checking of the idead models — checking model
assumptions, goodness of fit and model validatisimgi historical rainfall and drought
data obtained from the Department of Meteorologg8slvices in Zimbabwe.

6. Suggesting recommendations and possible areastbé&fuesearch.

1.4  Significance of study

The research is enrichment to knowledge; it aimsxaore an area that has not been researched
before, since many researchers have focused oalations between SOI phases (ENSO) and
monthly or annual rainfall of some stations in ttmaintry. A more accurate rainfall predicting
model will help many Zimbabwean farmers who relyramfall rather than irrigation for their
farming activities. Ultimately, the Zimbabwean eoary, which is agro- based will be the

greatest beneficiary from this research.
15 Delimitations

The research will be focusing on identifying thentiowhose SOI level and the maximum lag
which best explains the annual rainfall and DrougtZimbabwe. The research will use 1974 to
2009 mean annual rainfall data obtained from Zim@mbDepartment of Meteorological

Services.
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1.6 Limitations

The research faced challenges in securing adeqaatéall data since the researcher had

envisaged to gather data as far back as 1950.i8g¢he data was a major challenge.

1.7 Project layout

Chapter two discusses an overview of documentsglarehes on predictability of rainfall and
drought. Chapter three presents the methodologyalfysing the data. Chapter four consists of a
discussion of the data and detailed analysis ailtsegrom the models of predicting annual
rainfall and drought in Zimbabwe. Chapter five snanies the research findings and gives the

recommendations from the study.

Page 7



CHAPTER 2
LITERATURE REVIEW
2.1 Introduction

This chapter discusses some documented reseamsh@ediction of rainfall and drought using
Southern Oscillation Index and other factors whicfiuence rainfall. It also discusses other

related studies on prediction of rainfall in otleeuntries.
2.2 Documented Researches

The relationships between the Zimbabwean rainfadl the SOI have been well documented.
Significant differences in rainfall amount, temdoaad spatial distribution have been found to
occur in the country between opposite extremehénpghases of the ENSO (Matarira, 1990).
Matarira found that during the warm phase of EN8@, rainfall tends to be depressed across
much of the country, whereas the converse is wu¢he cold phase. The study used an average
of the SOI during the preceding 12 months (Jandarpecember) and found that there is
positive correlation of +0.42 with November to Aprainfall in Zimbabwe. Matarira and
Unganai (1994), observed a peak correlation of 68-Gath November, December, January
rainfall in the Southeast part of the country usmgnthly SOI at 1 to 2 month’s lag. They
concluded that Southern Oscillation can therefoyqgagn up to about 30 percent of the inter —
annual variation in summer rainfall in some paftthe country. Torrance (1990) compared SOI
anomalies with the Zimbabwean seasonal rainfatl,fanond that positive values of SOI coincide
with rainfall levels of 101to125 percent of the mad. Negative value of SOI are characterised
generally with rainfall below normal rainfall. Tamce’s study focused on correlations between
positive and negative values of SOI with rainfelis research grouped positive SOI levels into a
positive phase and negative SOI levels into negagtivase. In contrast, this research does not
group SOI into phases (positive and negative SQ@ises) but aims to determine a particular
month and lag whose SOI explains total annual adinh Zimbabwe, that is, it seeks to

determine the explanatory variable with a lag pkrio

Makarau and Jury (1997) found that high (low) ENS@ses and extreme above (below) normal
rainfall occurrences are associated. Accordinght gtudy’s analysis, when the SOI level is
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within one standard deviation from the long termamethere will be a high probability that
rainfall in Zimbabwe will be within 10 percent dfd mean. The study used a 41 year record and
found a high correlation of +0.44 between SOl ane Zimbabwean summer rainfall using
August to October average SOI value. Rocha (1992 d that South East Zimbabwean rainfall
correlate significantly with SOI (+0.4) at lead &rof 4 to 5 months.

Researches done so far do not only focus on fintiegmpact on SOI on rainfall, but also used
SOI to model maize production (Martin et al, 199@artin et al concluded that water stress for
primary maize growing regions is related to ENS@idas. They determined water stress as the
soil moisture content which cannot sustain the isahof crops i.e. soil water which is limited
relative to crop requirements. SOI is used as dicator of ENSO (Jones,1991). Cane et al
(1994) achieved remarkable success in their assessofi forecasting both maize yield and
rainfall in Zimbabwe usingVifio — 3 index of theEl Nifio Southern Oscillation (ENSO). The
Nifio — 3 index was calculated by spatially averaging SedaSe Temperatures anomalies over
the Pacific Ocean. Martin et al (1999) averaged @&N&dices over the following 3 — month
periods of July to September; August to Octoberpt&aber to November; October to
December; November to January and found that thierwstress time series and ENSO indices
were highest at a 4 — month lead with respect kdag harvest. The study found that SOI has

+0.67 correlations with South African water strésge series (STS), with a regression model:
STSpredicted = GO + 61501

Where the estimates 6§ andpg,; are 64.9 and 8.8 respectively. However, some wbdaratural
phenomenon often have their variance increasing wie SOI levels making simple linear
regression inadequate. For the Zimbabwean waessstime series (ZTS), the authors found that
it is better predicted by théi7io — 3 index(r = 0.38,p < 0.01), with a regression model;

ZTSpredicted = GO + Gl(NiﬁO -3)

Where the estimates @f, andp; are 86.6 and-5.0 respectively. However, for Zimbabwe to the
best of our knowledge no one has come up with aiSd¥x based model for predicting mean
annual rainfall. Most other researches refer tosihgle correlations coefficient between annual

rainfall and SOI levels.
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Martin et al also made a comparison of rainfalletasts for South African seasonal rainfall
using SOI and found a correlation of +0.§83< 0.02) with the training data and a forecast
correlation of +0.6@p < 0.005) with the validation data. In Zimbabwe seasonaifedi yielded

a correlation of +0.40 witkifio — 3 index. This research intends to use SOI values rattar th
Sea Surface Temperature (SST) values used byrivirél (1999).

Makarau and Jury (1997) divided the Zimbabwean aedafall into early and late summer

seasons which are; November to mid — January add-ndanuary to March respectively. They
developed a multivariate linear regression staattmodel using a wide ranging predictor data
set in a forward step wise approach. They usedd2dictor variables, including SST area
indices, air pressure, surface and upper wind @sdicconvective indices, SOI etc. The

multivariate algorithms for Zimbabwe were:
Early summer rain
+0.37(Wi Sip) + 0.5(NEolr) + 0.25(ATpc2) — 0.40(AtIW) + 0.34(WCi ABp)=71
Late summer rain
+0.36(0STang) + 0.65(aClst) — 1.09(oCIst) — 0.37(0Socns) + 0.30(aSwv) = 80

WhereWiSip is a measure of the west to south east pressadeegt across the Tropical Indian
Ocean;NEolr, the convective anomaly in the north east Tropiicdian OceanATpc2, Atlantic
SST principal component 2 which is positively lodde the south east of Braziti!lV, the
200hPa zonal wind anomaly over the equatorial ekAtitantic Ocean an#/ Ci ABp, a measure
of the South to North pressure gradient acrossambstern tropical Indian Ocean. In summer
rainfall model:oSTang, is the September to November value of Atlantid@ $8omalies north
west of Angola;aClst, is the central Indian Ocean SST key are®l/v, is the meridional
surface wind component in the south west Indiana@cgubtropics south of Madagascar in
January, April and September amgbcns, is the Southern Ocean SST. 71 and 80 are pegeenta
correlations, the respective models produces injable-knife skill test for the period 1971 to
1992.

Using an average 200hpa equatorial Atlantic zomatlwhdex, Makarau and Jury (1997) showed

that up to 49 percent of the observed variancherzimbabwean summer rainfall is predictable.
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However, the study did not investigate how mucharare is already accounted for by the effects
of ENSO.

Waylen and Henworth (1995) investigated the astooidetween monthly precipitation totals
and the SOI throughout Zimbabwe. They used montphgcipitation data from 68
meteorological sites possessing at least 20 yehrsomplete records. Simple lag cross
correlations between the SOI and precipitationisada both the annual and monthly time scales
were used to determine significant (at 0.05 lewad¥ociation. Simple lag cross correlation
between the SOI and annual precipitation revealgaifeeant positive correlations with almost
30 percent of the stations at lag zero. They foantkgative correlation at lag 1. The research
found that significant correlation was geographycakestricted, mainly to the east i.e in
Manicaland and to the north i.e. in MashonalandtiNdBignificant correlations were also found
in Mashonaland South and Midlands. Areas aroundidathe west and south of the country,
significant correlations were absent. The studytbthat periods of greatest positive association
are months of the rainy season October to AprilcWhare correlated to synchronous values of
the SOI and those in the preceding June to Septepeled. March’s precipitation was found to
be correlated strongly. Over 70 percent of theiwtatin their study reported significant
correlations between March’s precipitation and 8Cthe preceding July and at least 25 percent
of all stations reported similar associations tonthty SOI from the preceding May (lag 1)
through to February (lag 1). The correlation wasnfib to extend through the end of the rainy
season into April and May. November and Decembeevi@und to display weaker correlation
to SOI values in the same period. January and Bepmiere found to be uncorrelated with the
SOl

Mason and Goddard (2000) investigated the influeoteextreme ENSO states on global
precipitation anomalies using contingency tablegcipitation anomalies that are only weakly
positive or negative are considered near normalaa@adot counted in the climate impacts. For a
total of n years, of whichb are “dry”, and from which- years are selected at random (the
strongest!l Nifio years, for e.qg), letting the number of dry ye&ia tare selected to be denoted
by X be equal tox [where0 < x < min (r,b)]. They assumed there is a totalroE! Nifio

years and that of them are dry, then the significance is definedhe probability of selecting
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or more dry years in a random sample-ofears. This probability is equivalent to the ridgt

area of the hypergeometric distribution (Agres®9a) and is given by:

min (7,b)

P.(X=x)=H(x;r,b,n) = Z k)(

O
Manatsa et al (2007) used correlation analysisléntify the period lags for which the SOI and
Darwin pressure anomalies are significantly coteglawith the Zimbabwean summer

precipitation index. They found that progressivggked four months averaged Darwin pressure

anomalies and the SOI are correlated with the Almlean summer precipitation:

JEMA | FMAM | MAMJ | AMJJ MJJA JJAS JASO ASON| SOND
SOl 0.184 0.247 0.237 0.269 0.333 0.366 0.394 0.4200.398
Darwin | -0.198 | -0.293 | -0.326| -0.303] -0.30( -0.297 .31@ | -0.341 | -0.320

Ropelewski and Halpert ( 1998) showed that the GG — precipitation relationships show the
opposite sign of those documented from the low »xnd€hey found that precipitation

relationships were consistent holding for over #&cpnt of the high SOI years. The study
revealed that high SOI is associated with enhapecedipitation for the monsoons of India and

Northern Australia.

Although a lot has been documented on the prediityabf Zimbabwean rainfall, the studies
only determined correlations between rainfall aigostations with SOI. Water inflow into the
Gariep dam was modelled by incorporating the eftddhe SOI. The model used the previous
year’s SOI of different months and found that tiad #vel of October of the previous year has a
high correlation with total annual inflow into thdam (Bekker et al, 2010). The aim of this
research is to model the annual rainfall in Zimbabncorporating the effect of the SOI. The
study therefore departs from previous researcheatteynpting to model the annual rainfall in
Zimbabwe by incorporating the effect of the SOI.
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CHAPTER 3
METHODOLOGY
3.1 Introduction

This chapter outlines the data sources and theadekbgy applied in gathering, analyzing and

discussing the data. The chapter also discussbtail statistical tests used in the research.
3.2 Data sources
3.2.1 Rainfall

The historical annual mean rainfall data for Zimaldating from as far back as 1974 to 2009
was collected from the Central Statistical OfficESQ) and Zimbabwe Department of
Meteorological Services. The mean annual rainfalugs were calculated from averaging the
monthly rainfall totals of the summer period thixehes from October to March. The drought
years from 1974 to 2009 were determined using andta supplied by the Department of

Meteorological Services:
Drought year if: Mean annual rainfatl 0.75 X average expected annual rainfall

Theaverage expected annual rainfall is taken as the average rainfall from 1980 to 2&id

is 630mm. Any mean annual rainfall less than 75%38fmm is regarded as a drought year. The
Department also uses a 30- year time series obt&iom aerially averaging ten rainfall stations
with long enough rainfall data sets. The Departnotaisifies the degree of wetness and dryness
relative to the 30 years. The 630mm is the aveochgiee ten rainfall stations from 1980 to 2010.

3.2.2 Southern Oscillation Index

The SOI data was obtained from the interngp://www.longpaddock.gld.gov.adhe SOl is

calculated from the monthly or seasonal fluctuaionthe air pressure difference between Tahiti
and Darwin. The SOI gives a simple measure of tfength and phase of the difference in sea-
level pressure between Tahiti (in the mid-Pacifiof Darwin (in Australia). The difference is

given in terms of an index. A strong negative valiseially indicates that the oscillation has

entered art'l Nifio phase. A strong positive value usually indicatég &ifia phase.
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SOl is calculated using the formula:

Pdif — Pdif fav
SD(Pdif) )

S0l = 10(
where:
Pdiff = (average Tahiti MSLP for the month) — (aage Darwin MSLP for the month)
Pdiffav = Long term average of Pdiff for the momguestion, and
SD(Pdiff) = Long term standard deviation of Pddf the month in question.

Source: The Australian Bureau of Meteorology (2010)

The multiplication by 10 is a convention. Usingstldonvention the SOI ranges from about

—35 to about +35, and the value of the SOI can be gua$ea whole number.
3.3 Regression Analysis

Regression analysis includes any statistical tegteiof modelling and analyzing several
variables, when the focus is on the relationshigvben a dependent (response) variable and one
or more independent (explanatory) variables. Regvasanalysis helps us understand how the
typical value of the dependent variable changesnwdrey one of the independent variables is
varied, while the other independent variables &atd fixed. Regression analysis is now the most
widely used statistical technique for example Imeagression to handle data with a linear

relationship:
Y = Bo +B1x1 + Boxy +P3x3 + -+ Bpxp + €

wherey is the dependent variable, is the independent variabl@,’s are the model parameters,

¢ is the random error term apds the order of the multiple regression model.

This research used linear regression to deternmieadlationship between rainfall (dependent
variable) and the Southern Oscillation index (iretegent variable).
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3.3.1 The Assumptions of linear regression

The basic assumptions for regression analysis wieell to be checked are:

1.
2.

linearity: the dependent and the independent variables shawukla linear relationship.
normality: the errorse,’s at each time periotdare normally distributed. Whetds the
length of the series.

zero mean: the error is assumed to be a random variable aithean zero conditional

on the explanatory variable.
E(e) =0

homoscedasticity: the variance of the errors is constant acrossroasens.
Var(e) = o2

no — autocorrelation: the errors are uncorrelated.

Cov(ei; ej) =0, for times i #j

Summarily, the random error tergp, are independent and identically normally disti@suwith

mean zero and constant variamce

&~N(0;0?%)

These assumptions imply that the parameter estinvaitebe unbiased, consistent and efficient

in the class of linear unbiased estimators (Dielm&91).

3.4

Estimation of the Regression Coefficients

In this research, the ordinary least square tecienisjused to estimate the regression coefficients

for the simple linear regression model:

y=Ppo+Pix+e

The estimates are:

F; _ S (X))
PTsh ae-m?
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and Bo=y—Bix

wherex is the mean of the values andy is the mean of the values. Under the assumption

that the population error term has a constant neeand the estimate of the variance is given

by:

SSE is the sum of square for the errar,is called the Mean Square Error (MSE) of the

regression. The standard errors of the parametieraes are given by:

—2
~ |1 x
Sgo = Us\/;+m

~ 1
S61 = O [T o2

The main aim of performing the regression analigste find out if:

1. the independent variable truly influence the dependariable.
2. there is adequate fit of the data to the model.
3. the model adequately predict responses.

3.5 Model selection
There are several techniques of selecting a goatehamd some of the methods used include:
* pvalues

The probability of drawing & statistic (or a z statistic) as extreme as the one actually
observed, under the assumption that the errorsx@ammally distributed, or that the estimated
coefficient are asymptotically normally distributedll be used. This probability is also known
as the as the value. A p value of lower than the significance levelis taken as evidence to

reject the null hypothesis of a zero coefficient.
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Information Criterion

The notion of an information criterion is to progid measure of information that strikes
a balance between the measure of goodness ofdfiparsimonious specification of the
model.

a) Akaike Information Criterion

The Akaike Information Criterion (AIC) assumes tkia¢ model errors are normally and

independently distributed. AIC is computed as:

AIC = 21+-2k
T T

where [ is the log-likelihood;k is the number of parameters to be estimated using
T observations. The model with the lower AIC valuepigeferred and hence selected.
AIC is often used in model selection for non- ndsikternatives.

b) Schwaiz Criterion

The Schwaiz Criterion also known as the Bayesidaortmation Criterion (BIC) is an
alternative to the AIC that imposes a large penfidtyadditional coefficients. Like the
AIC the BIC assumes that the model errors are nibyrdsstributed and the model with

the least BIC is also selected. BIC is computed as:

(klog T)

BIC = -2+
T T

whereT is the sample sizd,is the maximized value of the likelihood functitor the

estimated model (Tsay, 2002).

F — statistic

The F- statistic test the hypothesis that the stm@fficient in the regression is zero.

2
* -1

F=—7—+——
1-R2
( bQT—k)

under the null hypothesis with normally distributedrors this statistic has an F

distribution withk — 1 numerator degrees of freedom dhe k denominator degrees of
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freedom. Wheréde is the number of parameters to be estimatedhdptvalue is less
than the significance level, the null hypothesis that is, the slope coeffitisnequal to
zero is rejectedF tests are criticised for the fact that the test is afjdest, so that even
if all the t statistics are insignificant, theF statistic will be highly significant.
However we have a variable (SOI) as the explanandyso in this research, models will
be selected using the probability of drawingsaatistic(or a z statisic), AIC and BIC
values. The model with least AIC and BIC valueswél value less than significance

level will be selected (Tsay, 2002).
3.6 Model diagnostic techniques
3.6.1 Residual Analysis

Inferences concerning relationships of any systamtrne based on a satisfactory model, that is,
a model which seems to fit the data well. A modeplausible or satisfactory if none of its
assumptions are grossly violated. Thus, before demis used to make inferences it must be

subjected to diagnostic checking for adequacy.
3.6.1.1 Test of normality

Violation of normality of residuals compromise tlestimation of regression coefficients.
Sometimes the error distribution is skewed by tmes@nce of a few large outliers since
parameter estimation is based on the minimizaticsgoared error. A few extreme observations

can exert a disproportionate influence on paranestmation.
a) The Jarque-bera Test

The Jarque-bera test is a two-sided goodness tdditsuitable when a fully-specified

null distribution is unknown and its parameters traesestimated. The test statistic is:

n (K-3)2

JB=-(s*+—)

The JB statistic has an asymptotic chi-squareibigion with two degrees of freedom

and can be used to test the null hypothesis tleati#tta are from a normal distribution.
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The null hypothesis is a joint hypothesis of bdib skewness and excess kurtosis being
zero, since samples from a normal distribution revexpected skewness of zero and an
expected excess kurtosis of zero. Any deviatiomfskewness of zero and kurtosis of
zero increases is the JB statistic. The weakne#iseodB is that it is not a powerful test
for small samples ot < 2000 (Jarque and Bera, 1987). In this research the Isasige

is far less than 2000, hence, JB test will not $eduo test normality of the residuals. The
best advice recommended by statisticians is to rgeme Quantile Quantile (Q — Q)
plot using the normal distribution. A straight lime a Q — Q plot indicates normality
(Chambers et al, 1983). Thus, this research wél the quantile — quantile plots to test

for normality.
Quantile — Quantile plots

A Q — Q plot is a probability plot which is a gragdd method for comparing two
distributions by plotting their quantiles againack other. If the two distributions being
compared are similar, the points in the Q — Q pldk approximately lie on the line
y = x. If the distributions are linearly related, the msi in the Q — Q plot will
approximately lie on a line, but not necessarilytlomliney = x. If the points follow the

liney = x they suggests that the data are normally digetb(Chambers et al, 1983).
3.6.1.2 Homoscedasticity

Violations of homoscedasticity make it difficult gauge the true standard deviation of the

forecast errors, usually resulting in confidendervals that are too wide or too narrow.
a) Plot of residuals against predicted values

If the assumptions of linearity, independence, dsredasticity and normality of
General Linear Model are held, then it implies thailot of residuals against predicted
values should show a good fit characterized by lsrasiduals with no apparent structure

or pattern.
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b) Plot of residuals against independent variables

A plot of residuals against predicted values resumlta horizontal band to indicate a good

model.
3.6.1.3 Independence of residuals

Residuals must not be auto - correlated. Serialetairon in the residuals means that there is
room for improvement in the model, and extremeaserorrelation is often a sign of a mis-
specified model. Serial correlation is also somesim by product of a violation of the linearity

assumption.
a) Durbin — Watson Statistic

The Durbin-Watson Test is used to test for preseheito-correlation. The hypothesis to be

tested is:

Ho:p=0 Against H:p # 1

The above hypothesis is tested indirectly by tgdire hypothesis
Ho:ua=2 Against H:pug # 2

Whereuy = E (d) and the test statistitis given by:

d = Yo (U—Tp—1)?

the decision rule is,

» If d < d;reject Hin favour of H, i.e in favour of positive correlation.

e Ifd>4 — dy reject Hifinfavour of H, i.e in favour of negative correlation.
» Ifdy <d <4 — dy accept if there i.e there is no auto-correlation.

 Ifd. < d < dy the testis considered inconclusive.

e If4-d. <d < 4 —d,the testis again inconclusive.
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(Gujarati, 1995)
b) Autocorrelation plots of the residuals

A plot of the Autocorrelation Function, of the msals {u} against the lag is often
performed. If there is no auto-correlation then #gtocorrelation Function coefficients
196
—

n

should lie within the 95% confidence band

Wheren, is the sample size. If outside the 95% confiddvexed there is auto-correlation of
some sort. The advantage of this graphical teftasit applies not only to first order auto-

correlation, but also to all forms of auto-corredat(Dielman, 1991).
3.7 Presence of Heteroscedasticity

If analysis of residuals against the fitted valabews that the assumption of constant variance, a
property called homoscedastic is not true. Unequaiances for different setting of the
independent variable(s) is said to be heteroscedadleighted regression, autoregressive
moving average (ARMA) error models and other modais be used to correct for the effects

heteroscedasticity.
3.7.1 Stabilizing the variance

In this work, the variance of the error terms iabdized in order to satisfy the standard

regression assumption of homoscedasticity using:
a) Weighted least square regression.

b) Simple least square with ARMA error terms.
3.7.1.1 Weighted least square regression

The least square criterion weighs each observaiprally in determining the estimates of the
parameters. The procedure treats all of the datallyogiving less precise measured points more
influence than they should have and gives highégcise points too little influence. The weighted
least squares weighs some observations more hetialy others giving each data point its

proper amount of influence over the parameter ed@s) and this maximizes the efficiency of
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parameter estimation. Weighted least square reflibet behaviour of the random errors in the

model. To find the parameters of the weighted lsgaare method we minimize:
WSSE = Y{_1 we (Ve — 9¢)?
= Yieawe (Ve — ,éo - 31%—1)2

wherew, is the weight assigned to thé" observation. The weight, in this case is taken as the

reciprocal of the variance of that observationi®eterm,s? , i.e

Observations with larger error variances will reeeiess weight (and hence have less influence

on the analysis) than observations with smallerarariances.
Parameter estimatgg andp; for the modey, = B, + B1x,_, + & are derived as:

WSSE = 3ty we(ye — Bo — Pr1xr-1)?

OWSSE _

B =2 =1 Wt (}’t - ,éo - ,élxt—l) =0

— X1 Yewe + ﬁo Yi=aWe + ﬁ1 Dt XemqWe =0

5 Yie1YVewe 5 D1 Xe_1Wi
Bo B1

DT YWt
and
OWSSE . .
% = =231 xt—1Wt()’t —Bo— ﬂ1xt—1) =0
— Y Ve Wi + Bo Xl X We + By Die xE W =0
substituting?,

Creq Yew) Bfeq Xe—1We)
Z?:1""15
Gl xp—1wp)?
2:1t1=1""tf

n
Yt=1 VtXe—1We —

Pr=

A~

Yy xf we =
Derived from:WSSE = ¥, w:(v: — §:)?, advanced by Mendenhall and Sincich (1989)
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The biggest disadvantage of weighted least squsutbe fact that the theory behind this method
is based on the assumption that the weights are/fkmexactly. This is almost never the case in

real applications, instead estimated weights aed (Sarrol and Ruppert, 1988).
3.7.1.2 Simple least square regression with ARMAm®r terms

For the simple least square regression moget: S, + B1x:_1 + a;, an alternative approach to
stabilize the variance af;, the error term, can be done by adding a movingrage term. The
seriesa ; of the error term can also be expressed in terntaredom errors of its past values,

which is then a moving average MA(q) model,

where,a; = ¢ — 0161 — 0265 — oo we. —Og&_qr + & Wheref;(j = 1,2....q) are the
weights for the moving average termss. is assumed to be Gaussian white noise, which are
independent, identically distributed random vamablith mean of zero and constant variance
&~N(0;02) forallt and—1 < 6; < 1 (Macdonald and Mackinnon, 2001).

3.8 BINARY DATA

To predict the probability of drought in a givenayea year can be declared a meteorological
drought if annual rainfall is less than 75 percehthe normal rainfall. Presence or absence of
drought can be viewed as a Bernoulli trial, wharecsss trial is the presence of drought and
failure trial is the absence of drought. Thus aryisaeither classified as a drought or not a
drought year. The Department of Meteorological Bevin Zimbabwe defines drought in terms
of annual rainfall less than 75 percent of 630mminRll data will be categorized into drought
year and non-drought year. Mean rainfall amouns lg&n 473mm will be categorized as a
drought, indexed 1, and mean rainfall more tham#v3as no drought, indexed 0. Thus drought
index can be treated as binary data. A binary respeoariable arises by classification as success
(drought) when a quantitative test observatiorsfalitside specifications limits (<473mm). The
specifications limits were eventually adjusted t&40mm in line with other reported drought
years from other researches on drought patterndnrbabwe. (CSO Environmental Report,
October 2004).
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The binary response random variable is defined as:

D. = {1 if the mean annual rainfall is less than 540mm
‘ 0 Otherwise

We viewd as a realization of a random varialle that can take the value one and zero with
probabilitiest, and1 — r; respectively. The distribution &, is called a Bernoulli distribution

with parameterr; and can be written as:
Pr{D; = d} = n* (1 — m) "%
ford, = 0,1.

and if there ar& such realisation of the random variabigs.. ... ....d; which are independent,

with Prob(d; = 1) = m,, then their joint probability is

) + 2 log(1 — )|

d —
fe1 (1 — 1)t U = exp [ZZ=1 d; log (17_T7tn
The expected value and variancegfis
E(D;) = p¢ = m, and

var(D,) = of = m (1 —m;)

The mean and variance depend on the underlyingapility 7,. Any factor that affects the
probability will alter the mean and variance of tieservations. This suggests that a linear model
that allows the predictors to affect the mean lsgsuanes that the variance is constant will not be

adequate for the analysis of binary data.

When all ther;’s are equal we can define:

so thatD represents the number of successds'itrials”, then the distribution ab is binomial

with parameterg andT .
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D~Bin(T; )
The probability distribution function db is given by:
Pr(D = d) = (2) 291 =m)7¢ ,d=01.....T.
The expected value and varianceohre
E(D)=u=Tr and
var(D) = 0% = Tn(1 — n)
3.8.1 Models for binary responses

To investigate the relationship between the respgmsbabilityr, and the covariatet/ , it is

convenient to construct a formal model capableesicdbing the effect on, of changes itx{.

The model embodies assumptions such as:

a) zero correlation.
b) lack of interaction and

c) linearity of residuals.

Suppose therefore that the dependencg oh xt/ occurs through the linear combination

p
n= z x;B;
=0

for unknown coefficientg, ... .......... B, and the probabilities of observing a value of oise

modeled as:
Pr(d; = 1|x,,8) = 1 — F(—x/B)
Whereg = [Bo, . ., Bp]/ @Nd X/ = [1 21 wre e v e 2]

WhereF is a continuous, strictly increasing function tkesites a real value and returns a value

ranging from zero to one aritd determines the type of binary model. It followatt
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Pr(d; = 0|x/p) = F(~x/p)

The specifications of thé function yields a Logit model (logistic functionrobit model
(inverse Normal function) or Extreme value modattpéementary log-log function), all with a

systematic part:

p

g(nt)zrltzzxtjﬂj t=1........T

j=1

This systematic part is referred to as the linkction. All the link functions are continuous and

increasing on (0;1).

The logistic and the probit function are almoseérly related over the intervall < m; < 0.9.

For this reason, it is usually difficult to distungh between these two functions on the grounds
of goodness of fit for small values af, the complementary log-log function is close to the
logistic, both being close ttwgn,. As m;, approaches 1, the complementary log-log function

approaches infinity much slower than either thesogor the probit function.
3.8.1.2 Logistic Regression Model with one indepeerdt variable and a lag of 1

The logit of the underlying probability; is a linear function of the predictors
logit(m,) = xt/ﬂ

Where x; is a vector of covariates i.ec{ =[1x,_,] and p is the vector of regression

coefficients and the pdf of logistic distributioor fone independent variable is:

_exp (Bo+B1xt-1)
E(Dt) " 1+exp (Bo+B1xe-1)

equivalently the model may be written in termsheff 6dds of a positive response giving

t
1—7, = exp (Bo + B1x¢-1)

thus the logit link function is
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If we set

The transformed logistic model

D" = Bo + P1x¢—1

is now linear in thegg’s and the model of least squares can be appliedlyfgpthe method of

least squares directly to the binary observati@sslimitations:

a) The linear transformation fails to capture the tprebability 7; which remains
unknown. It assumes that the probability incredse=arly with the regressor, and
also the model does not guarantee that the condltmrobability will occur between
zero and one (Gujarati, 1995), since the lineadipter 8, + B,x:_, can take any real
value so there is no guarantee that the predicéakes will be in the correct range
unless complex restrictions are imposed on theficaaits.

b) SinceD, takes only the values 0 and} = D, andvar(D,) = m,(1 — m;) which is
non constant violating the assumption for leastasguegression except whap =

TC.
Thus the model parameters are estimated usingasthnthximum likelihood procedure.
3.8.1.2.3 Maximum likelihood estimation

In the case of linear logistic models, we have
9(m) = n, = log{m, /(1 —m)} = Z? X¢—1,jBj 3.8.1

and the log likelihood of a binomial distributioragnbe written in the form
T e
((1;d) = $1_, |dilog () +melog (1 - my) | 3.8.2
—

wherem; =T —d;
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substituting 3.8.1 into 3.8.2 gives

T

p T P
I(p;d) = Z dexe—1,jBj — thlog 1+ epoxt_Lj,Bj
I t J

t

we now derive the likelihood equations of the patarsf that appear in (3.8.1). First the

derivative of log-likelihood function of the genetanomial function with respect to, is

al dt - mtT[t

o, - me (1 —my)

using the chains rule, the derivative with resped. is

al i dt - mtﬂt aT[t

3B,  Lum(1—m) 9B,

t=1

and setting the derivative to zero estimateg,adre obtained (Dobson, 1990).
3.8.1.3 Probit Model

The probit model is a specification model for adsnresponse model which employs a probit
link function:

g(m) =ne = @7H(me) = Bo + Prxe—1

wheref; = _7“ andp, =§ , and the link function igp~1, the inverse of the cdf of the standard

Normal distribution. Parametefs are estimated by maximum likelihood estimationcedure.

The Probit model assumes that the random errotiseirmodel are independent and identically
distributed with a mean of zero (Dueker, 1997),le/fior many time series applications this is
not a plausible assumption. According to Estrefid 8ishkin (1998), the probit model has an
overlapping data problem such that the forecasiremre likely to be serially correlated. This
raises the possibility that tests of significanéeh@ variables using conventional test statistics
may provide meaningless results. The problem carcdreected by a method proposed by
Dueker (1997). Dueker observes that adding a laghefdependent variable increases the

validity of the assumption that error terms has eamof zero, conditional on availability of
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information over timet — k. The new model proposed by Dueker in the case adefliing

drought using the probit link function would thee: b

D, = Bo + ,élxt—k + Bzﬁt—k
where estimates ¢, f; andg, are the maximum likelihood estimates.
3.8.2 Binary model validation

Deviance and log — likelihood statistic can be usetlest goodness of fit of the models. The
thumb rule isDeviance > T — p whereT is the number of observations apas the number of
parameters to be estimated. Deviance value is tsdest the goodness of fit of the Binary

models.
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CHAPTER 4
ANALYSIS
4.1 Introduction

The chapter presents the results from the ordiregyession analysis, weighted regression and

binary data analysis using the logistic and prodgression models.

4.2 The Zimbabwean Mean Annual Rainfall Patterns ad Southern Oscillation
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SOURCE: Zimbabwe Department of Meteorological Senges

Fig 4.1 The Zimbabwean Mean Annual Rainfall for he period 1974 to 2009

Fig 4.1 shows the time series of the mean annudafbafor Zimbabwe from 1974 to 2009. The
highest rainfall was received in 1974, while thevégt rainfall was received in 1992 (the worst
drought in the given history of the country). Ralhfless than 473mm is categorized by the
Department of Meteorological Services as a metegrohl drought.
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The highest correlation between SOI and the Zimlgamwmean annual rainfall using the 1974 to
2009 rainfall data is +0.45 using the current Apnld January SOI value. This is in agreement
with previous researches for the country. Makanadi &ury (1997), for example, used a 41 year
period rainfall record and obtained the highestaiation between SOI and the Zimbabwean
summer rainfall of +0.44 using the August to Octalean SOI value. The lowest correlation of
+0.23 was obtained between mean annual rainfali thi¢ February SOI value. September SOI
value has a +0.33 correlation with the rainfall jebhis again in agreement with Matarira (1990).
Matarira studied the relationship between SOI amé average rainfall over the south eastern
parts of Zimbabwe and found correlations of +0.3+@042 at lead times of 1 to 4 months.
However, the focus of this study is to determinpaaticular month’s SOI which has a high
correlation with mean annual rainfallalead time of ayear or more. This is a clear departure
from other researches. Using a lag of one yearhitjieest correlation (+0.36) between the SOI
and the Zimbabwean mean annual rainfall is with O September. At a lag of more than a

year the correlations between the SOI and annirdhfigare insignificant.
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Fig 4.2 The Southern Oscillation Index for Septemhel974 to 2009
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4.3 Relationship between SOI and Mean Annual Rainfh

Table: 4.1 Simple Regression Models

Variable coefficient p value AlC BIC

SOljanuary Bo = 651.1446 0.0000 12.91146 12.99943
B, = 6.740371 0.0054

S0lapri By = 673.8462 0.0000 12.91420 13.00217
B, = 5.775406 0.0057

$0lsepe(-1) By = 643.1394 0.0000 12.89074 12.97942
B, = 5.525738 0.0311

1=

Table 4.1 shows three possible models for predjctee Zimbabwean mean annual rainfall
patterns. The model with the least AIC and BIC ealuas selected as the best model. The best
linear regression model is the = B, + f1x,—; (p value = 0.0311 for SOI variable), where

vy, Is the predicted annual rainfall and , is the September SOI for the previous year. The
estimates off, and f; are 643.1394 and 5.525738 respectively. The ACF and PACF
correlogram (see appendix 2) show that the ressdaid not correlated. The Durbin — Watson
statistic of 2.1748 indicates that the residuaks iadependent thus uncorrelated. The model
suggest that if September SOI of the previous igaero, the mean annual rainfall is 643.1394

mm. The predicted rainfall increases by 5.525738 for a unit increase in the September SOI

of the previous year.
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4.3.1 Checking Model Assumptions

Testing for Normality of residuals
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Figure 4.3 A Normal Q — Q plot of residuals for Sirple Regression Model

The normal probability plot of the residuals shovadalmost straight line suggesting that the
residuals are normally distributed. The model tthoss not violate the normality assumptions.
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Testing for Constant variance
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Residuals versus Predicted values forr8ple Regression Model

Figure 4.4, a plot of residuals against predictatles indicates a cluster suggesting that the

model violates the assumption of constant variambés means the model can be improved by

stabilizing the variance. The variance was stadulizising the weighted least square method.

Simple regression with moving average error termas @aiso used to capture variability in the

simple regression model.
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Figure 4.5  Rainfall versus Rainfall forecast (Simp Regression Model)

Figure 4.5 clearly shows that the model fails tptaee the variance in the observed values. Thus
the model needs to be improved to capture the bisitja
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4.4  Weighted Regression Model

Weighted regression was done to capture varialiiidyobserved values.

Table: 4.2 Weighted Regression models

Weight Coefficient p value AlC BIC
SOIsept B, =672.3622 | 0.0000 13.14399 13.24356
B, =10.87731 | 0.0182
1 B, =708.7970 | 0.0000 12.62942 12.72900
SOkept | 5 _5 483862 | 0.0367
f, =701.0582 | 0.0000 11.59687 11.68584

Table 4.2 shows the weighted linear regressionatsofbr predicting rainfall, with SOI for
September of the previous year as an independerablea The model withSOISZept as the

variance stabilizing weight was selected, it is tt@del with the least AIC and BIC. The model

is significant(p value = 0.0000) for both parameters. The model is:

wherex;_, is SOI for September of the previous year andédsimates ofs, and g, are
701.0582 and 16.76346 respectively. The residar@sndependent and uncorrelated (see ACF

9i = Po + P1xe—

and PACF correlogram in Appendix 3).
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Checking Model Assumptions

Testing for Normality of residuals

400

300

200 |

100

0 |

-100 |

Quantiles of Normal

-200 |

-300

-400 T T T T T T
-400 -300 -200 -100 0 100 200 300

Quantiles of Residuals
Figure 4.6 A Normal Q — Q plot of residuals for Wejhted Regression Model

The normal probability Q — Q plot of residuals irselr suggesting that the residual are almost

normally distributed. The model thus does not t®the assumption of normality.
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Testing for constant variance
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Figure 4.7  Residuals verses Predicted values

Figure 4.7 shows that the model almost has a canstxiance thus it does not violates the

model assumptions grossly. The model can be sdlézti®recast rainfall.
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Rainfall versus Predicted Rainfall
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Figure 4.8  Rainfall against Forecasted Rainfall

Figure 4.8 shows that the weighted least squareshias captured a lot of the variation. There

is significant improvement in the forecasting powethis model.
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4.5 Regression Model with MA error term

The simple regression model failed to capture wagaof the observed values. Apart from
stabilizing variance using the weighted least sgumethod, this research stabilize, the variance

by adding an MA error term to the simple regressmadel.

Table: 4.3
Variance stabilizer Coefficient p value AlC BIC

MA(8) By = 644.3668 0.0000 12.16043 12.29375
B, = 6.3329 0.0020

MA(16) Bo = 642.8118 0.0000 11.78474 11.91806
B, = 6.3235 0.0091

MA(18) Bo = 661.8678 0.0000 11.61895 11.75226
B, = 5.8676 0.0248

Table 4.3 Shows the linear regression models ofligiag rainfall y, with x,_; SOI for
September of the previous year as an explanatorgbla stabilized with moving average error
term. The model with MA(18) as a variance stahiligagent was selected, since it has the least
AIC and BIC. The model is:

Yt = Bo + P1Xe—1 + a;

where a; is a series of the residuals, = ¢, — 0¢;_;5, the estimates of, and pB; are
661.8678 and 5.867551 respectively ahe- —0.916365

The expected value ¢4 is then given by:

E(y:) = Bo + let—l

sinceE(a;) =0
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The model is significant(p value = 0.0248 < 0.05) and the moving average term is
significant (p value = 0.000 < 0.05). The residuals of the model are uncorrelated with a

Durbin — Watson statistic of 2.46. Appendix 4 shaws ACF and PACF correlogram of the
model.

Checking Model Assumptions

Testing for Normality Assumption
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Figure 4.9 A normal Q — Q plot for Simple Regressin model with MA errors

The normal probability plot of residuals is straigthe residuals are normally distributed. The
model does not violate the assumption of normality.
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Testing constant variance assumption
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Figure 4.10 Residuals versus Predicted values

Figure 4.10 shows that the residuals can be asbtnieave constant variance, the scatter plot
does not show any pattern although there are semeadsiduals which are still very big. The
model however does not grossly violate the assummtf constant variance, thus the model can

be selected for forecasting.
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Checking model forecasting power
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Figure 4.11 Rainfall verses Forecasted Rainfall

Figure 4.11 shows that the simple linear regressiodel with the MA(18) error term has a high

forecasting power and can be selected for foregggtainfall in Zimbabwe using SOI for
September of the previous year.
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4.6 Drought Models
The binary drought data was modelled using the stagand Probit regression.

Table: 4.4  Binary Models (473 mm threshold)

Variable Link function Coefficient p value Deviance

SOlsepe(-1) probit Bo = —0.876217 0.0005 33.11136
B, = —0.032764 0.1801

SOlsepe(-1) Logit Bo = —1.490361 0.0012 32.94040
By = —0.032764 0.1663

Table 4.4 shows that both models for predictingudhd (with threshold of 473mm) do not fit the
data so well since deviance is almost equal to e#esgr of freedom
(Deviances < degrees of freedom = 33) and the models are not significait values >
0.05). Deviance of a good Binary model must be greidit@nT — p degrees of freedom, where
T is different covariates anal is the number of parameters to be estimated. Thegtt years
were adjusted in line with other recorded reseahtiught data (CSO Environmental Report,
October 2004).
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Table: 4.5 Binary models for adjusted data (540mmikireshold)

Variable Link function Coefficient p value Deviance

SOlsept(-1) Probit Bo = —0.446515 0.0554 39.21368
B, = —0.056530 0.0251

SOlsepe(-1) Logit Bo = —0.759067 0.0577 39.15936
B, = —0.094721 0.0305

SOlsept(-1) Probit B, = —0.053708 0.0282 43.02260

SO0lsepe(-1) Logit B, = —0.085903 0.0363 43.10996

SOlsept(-1) Logit By = —0.102287 0.0180 40.13624
Drought _y, B, = —1.177757 0.1086

Table 4.5 shows the binary models for drought ajusting the rainfall threshold figures in
line with drought years in other researches (CS@r&nmental report, October 2004). Annual
rainfall below 540mm was categorized as a drougiiexed 1, and rainfall above 540mm

indexed 0. For all the models:
(Deviance > T —p = 33 degrees of freedom)

The deviances are greater than degrees of freetthos, all the models fits the data well. The

best model to be selected is the model with thgektrdeviance. The model is:

P

Dy = Byxt—q

Tt
1—7Tt

with a logit link function, whereD; = log ( ) and x;_, is the SOI for September of the

previous year. The estimate of the paramgtas —0.085903. If the SOI for September of the
previous year is negative, the model predicts agio If the SOI for September of the previous

year is positive, the model predicts no drougthte simple logistic model, as pointed out by
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Dueker (1997), has one deficiency of assuming that error terms are independent and

identically distributed with a mean of zero.

The modified logistic model proposed by Dueke®9@) which corrects serial correlation of

residuals in the simple logistic model is:

D; = B1x¢—1 + 2Dy

However, it is not significant, because slope pat@m for d,_, is marginally not

significant(p value = 0.1086 > 0.05).

Checking model forecasting power

Frobability
[y |
|

I T T T I T I T T T I T T T T I T T I T
189745 1880 15985 1890 1995 2000 2005
Year

Figure: 4.12 Drought verses Predicted Drought prodbility

Figure 4.12 shows the graph of drought years iry ¢jrees or grey shading verses predicted
drought probability, indicating that the model ch@ used to predict drought in Zimbabwe.
Although the model proposed by Dueker is margin@bygnificant, figure 4.13 shows the graph
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of predicted drought using the simple logistic moderses predicted drought probability using

the model:

Dy = let—l + Bth—1

Probability

'0 ' T T ' T T ' T T ' T T ' T T ' T T ' T
1975 1980 1985 1990 1995 2000 2005

Year

—— Predicted Drought simple logistic model
—— Predicted Drought modified logistic model

Figure 4.13 Predicted Drought Probability: Simplemodel verses Modified model

Figure 4.13 shows that the prediction of the simplgistic model is almost the same with
predictions using the modified logistic model, gnihe parameter of the model modified is

insignificant.
4.7 Forecasting Rainfall and Drought for the year Q11

Using the September SOI of 2010 which is +25 jteslicted annual rainfall for 2011 using the
weighted regression model i3,01; = 701,0582 + 16.76386(25) = 1120mm, thus 2011

should receive a good rainfall. The model with M&)Z%rror terms predicts 2011 rainfall of:
Y2011 = 661.8678 + 5.8676(25) = 808.5578mm, again which is high. The variations in the
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predictions of the two models can be explainedgitire difference in the predicting powers of
the models. Thus 2011 promises to be a good agrralilyear. Farmers are advised to prepare

for a good rainy season in 2011. The logistic mqaedicts:

exp (—0.085903(25))

E(D) = 1+exp (—0.08593(25))

E(D) = 0.1045580477

a 10 percent chance of a drought in 2011. Thesticgnodel is not predicting a drought in 2011
as alluded by the weighted regression model andithgle linear model with MA error term.

Table 4.6 below show the probability of droughpasdicted by the logistic model.

Table: 4.6 Probability of a drought as predicted bythe best Logistic model

Prob % 10 20 30 40 50 60 70 80 90

Sept SOI(—1) | 256 | 161 | 99 | 47 | 0 | —47 | =99 | —16.1 | —256

In the Table 4.6 the SOI for September of the neviyear of 0, predicts a 50 percent chance of
drought , while negative September S&I—4.7) predicts at least 60 percent chance of having a
drought in the year ahead. See appendix Al fofdireula to determine the SOI for September
in table 4.6.

Table: 4.7  Probability of drought as predicted by he best Probit model

Prob % 10 20 30 40 50 60 70 80 90

Sept SOI(—1) | 239 | 15.7 9.8 4.7 0 —-4.7 | =9.8 | —=15.7 | —23.9

In the Table 4.7 the SOI for September of the meviyear of 0, predicts also 50 percent
probability of drought. The SOI for September oé threvious year of23.9 predicts a 90
percent chance of drought, while September SOh@forevious year of more than 23.9 predicts
less than 10 percent chance of drought.
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CHAPTER 5
Conclusions and Recommendations
51 Introduction

This chapter summaries the research findings amtlesions of the study. It concludes by

suggesting recommendations.
5.2 Conclusions

Despite its short observational period, this rededas shown that Zimbabwe annual rainfall
and drought patterns can be predicted using Saut@scillation Index. The study has shown
that the Zimbabwean mean annual rainfall is higldyrelated (+0.45) with January and April

SOIl. The aim of the research was to establishrdétaionship between the Zimbabwean mean
annual rainfall patterns and the SOI of a particufeonth at a maximum lag for effective

planning purposes. At a lag of one year, the higbaselation of (+0.36) was found between the
mean annual rainfall and the SOI for Septemberrelations at a lag of more than a year are

insignificant.

The weighted regression model using squared SCBdptember as a variance stabilizing weight
was found to be significant. The modg):= 701.0582 + 16.76346x;_,, Wherex;_; is the SOI

for September of the previous year was found tducap the variability between observed and
predicted values. Using the current SOI for Sepwm2010 of +25, the model predicts an annual
rainfall of 1120mm, a figure well above the droutfireshold of 540mm. If the SOI value for
September of the previous year is less than -h&B, the model predicts an annual rainfall below
the drought threshold.

MA(18) was also used to stabilize variance of timapte regression model. The model is
y: = 661.8678 4+ 5.867551x;_,. The model was found to have stabilized the vagadretween
observed and predicted values, thus has good finegapower. The model predicts annual
rainfall of 809mm in the year 2011 using the cuti®@®I for September 2010.

Annual rainfall was categorized into drought yea: annual rainfall less than 75 percent of

630mm, indexed 1, and above 473mm as a non drowgini indexed 0. The probit and logit
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models were found to be insignificant. The raintalfeshold was adjusted in line with other
studies on droughts in Zimbabwe. Annual rainfallolbe540mm was categorized as a drought
year indexed 1 and index 0, for rainfall above 540nThe best model was found to be the
logistic model: D, = —0.085903x;_,, whered, is in the interval [0;1]. Using the current SOI
for September 2010, the model forecasts for the 2641l is a low 10 percent probability of a
drought. It was found that a 50 percent chancedsbaght is predicted, if the SOI for September
of the previous year is zero and 90 percent chaheedrought if the SOI for September of the
previous year is — 25.6. The best probit model fwaad to beD, = —0.053708x,_,. Using the
probit model, a 50 percent chance of a droughtreslipted, if the SOI for September of the
previous year is zero. A 10 percent chance of drbiggpredicted if the SOI value for September
of the previous year is 23.9 and a 90 percent ahahdrought is predicted, if SOI for September

of the previous year is23.9.
5.3 Recommendations
This study recommends further study in:

a) Developing a model of forecasting the September S@h the current research
models can be used to forecast annual rainfalldaodght patterns for Zimbabwe at a
lead time of more than a year. Forecasted SOI satoeld then be used to predict
rainfall with a lead of more than 1 year.

b) Apply the Bayesian statistics approach in modelling relationship between the
September SOI and the Zimbabwean annual rainfdlldrought patterns. Arguably,
the Bayesian approach gives more information tharclassical approach.

c) Advancing this research’s finding to establish niedesing annual rainfall patterns
per climatic region in the Zimbabwe, since diffdreegions in the country receive
different total annual rainfalls.

d) The department of meteorological services in Zimz@inay need to revise or update

its formula for calculating the threshold for detlg a meteorological drought year.
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